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Abstract

We develop a general equilibrium model to quantify the welfare costs of alternative

reserve regimes. Banks in our model face stochastic deposit flows requiring settlement

through reserves, creating a precautionary demand shaped by frictions in the over-

the-counter interbank market. We establish a novel irrelevance theorem, providing

conditions under which interbank frictions and reserve quantities have no welfare

implications. With frictions, however, banks’ liquidity management materially affects

credit provision and welfare. Quantitatively, we find that increasing inflation to 10%

while holding the real discount window rate constant generates welfare costs of 0.8% of

consumption—comparable to Lucas (2000) despite our model excluding currency. The

model reproduces the post-2008 tripling of reserve holdings and predicts that raising

the real return on reserves initially reduces output as reserves crowd out productive

loans, with this effect reversing only after deposit demand becomes satiated. Our

results demonstrate that the welfare implications of returning to scarce reserves depend

critically on implementation details.
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1 Introduction

Since the 2008 financial crisis, central banks worldwide have fundamentally transformed how

they conduct monetary policy. The Federal Reserve expanded bank reserves from less than

$500 billion to over $4 trillion at the height of Covid, transitioning from a "scarce reserves"

regime–where reserves were minimal and the federal funds market was highly active with

yearly trading volumes exceeding $20 trillion—to an "ample reserves" regime where banks

hold substantial excess reserves but interbank trading has collapsed to less than $5 trillion

each year. This regime shift has sparked an active policy debate: should the Federal Reserve

return to the pre-2008 scarce reserves framework, maintain the current ample reserves system,

or pursue some intermediate approach? Despite the profound implications for monetary policy

implementation and financial stability, we lack a comprehensive framework for evaluating the

welfare costs of these different reserve regimes.

The question of what the welfare cost is tied to the cost that bank’s face for holding

reserves. Intuitively, for each $1 of reserve holdings, it faces an opportunity cost based on

the difference in investing that reserve holding into a productive asset less the return on the

reserve asset paid by the Fed. Consider the US where there is about $3.5 trillion worth of

reserves in the system as of June 2025. The opportunity cost for holding these reserves could

be proxied via the loan rate less the return on reserves and would amount to over $90 billion

of foregone profit for the banking system. But to fully quantify this effect, we need a model

that can account for the costs and benefits banks face for holding reserves. On one hand,

they forgo a more productive asset in the economy for an asset that pays an interest rate

fixed by the CB. On the other they gain benefits of reserves in their use for settlement for

interbank flows. The model thus would have to capture the effect of monetary policy on the

interbank use of reserves, and through that the endogenous response on a bank’s portfolio

choices.

This paper develops a quantitative general equilibrium model to assess the welfare

implications of alternative reserve regimes. Our key insight is that when banks’ funding
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Figure 1: Money Supply and Interbank Volume in Different Regimes

markets are frictionless, the welfare cost of reserves is independent of credit provision–a

standard result that justifies the traditional focus on household money demand alone. However,

once we account for frictions in the interbank market, measuring the welfare cost requires

understanding how banks’ liquidity management affects the broader economy through the

provision of credit and deposits.

We construct a model where banks intermediate savings to entrepreneurs who require

loans to fund capital expenditures. Banks face stochastic deposit flows that must be settled

using reserves, creating a precautionary motive for reserve holdings. Crucially, banks can

borrow reserves in a frictional over-the-counter (OTC) interbank market or, as a last resort,
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from the central bank’s discount window at a penalty rate. This framework allows us to

capture the key trade-off banks face: holding more reserves provides insurance against costly

liquidity shortfalls but reduces the funds available for productive lending.

Our approach addresses a significant gap in the literature on the welfare cost of inflation

and monetary policy. Traditional studies in the spirit of Bailey 1956 and Lucas 2000 focus

exclusively on households’ money demand, abstracting from the banking sector entirely.

While these papers provide valuable insights about the opportunity cost households bear

from holding money, they miss a crucial component of the monetary system: banks’ demand

for reserves and how it affects credit provision. Before 2008, this omission might have been

justified given the small quantity of reserves. However, with reserves now representing a

significant fraction of bank assets and GDP, any welfare analysis that ignores the banking

sector’s liquidity management will necessarily be incomplete.

The model delivers several key theoretical insights. First, we establish conditions for what

we call a "Interbank Market Irrelevance theorem"—circumstances under which the quantity

of reserves, and therefore frictions in the interbank market, have no welfare implications.

This result helps clarify when the traditional approach of focusing solely on household money

demand is justified and when it fails. Second, we show that the welfare-maximizing policy

depends critically on how the central bank implements the Friedman rule: achieving the same

real return on reserves can have dramatically different welfare implications depending on

whether it is accomplished through adjusting the interest on reserves or the discount window

rate.

Our quantitative analysis reveals that the welfare costs of different reserve regimes are

substantial and highly sensitive to implementation details. When we hold the real discount

window rate constant and vary inflation from 0% to 10%, we find welfare costs of approximately

0.8% of steady-state consumption—comparable to Lucas (2000)’s estimates despite our model

having no currency. Strikingly, we show that policies designed to implement the Friedman

rule by raising the real return on reserves can initially reduce output as reserves crowd out
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productive loans. Only when deposit demand becomes satiated do additional reserves cease

to displace lending. This non-monotonicity in the welfare-output relationship highlights the

importance of general equilibrium effects that previous partial equilibrium analyses have

missed.

The framework also reproduces key empirical patterns from the transition between reserve

regimes. Our model generates the observed three-fold increase in the reserves-to-GDP ratio

following the 2008 crisis when the central bank raises the real return on reserves. These

patterns emerge endogenously from banks’ optimal portfolio choices rather than from assumed

structural breaks or policy changes.

Our analysis contributes to several strands of literature. We incorporate insights from

Bianchi and Bigio (2022) on banks’ liquidity management in OTC markets while extending

their model to a GE setting suited to be comparable to previous work in the literature

on welfare cost of inflation. Our work also connects to recent studies of monetary policy

implementation under different operating frameworks (Lagos and Navarro (2023), Lopez-

Salido and Vissing-Jorgensen (2023), and Afonso et al. (2022) by providing a unified framework

for welfare evaluation.

1.1 Related Literature

One of the earliest papers to bring light to the opportunity cost that banks face for holding

reserves begins with Tobin (1963), who first posited that reserve holdings and reserve

requirements bear a cost to banks. The traditional approach to measuring the welfare cost

of inflation, focuses on the households opportunity cost of holding money. This literature

uses the consumer surplus methodology, as pioneered by Bailey (1956). Subsequent work

by Cooley and Hansen (1989), Cooley and Hansen (1991), Lucas (2000), and Lucas and

Nicolini (2015), refined these estimates through structural models incorporating different

theoretical mechanisms for money demand. More recent contributions include Benati and

Nicolini (2021), Serletis and Xu (2021), and Serletis and Xu (2025).
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However, Craig and Rocheteau (2008) demonstrate that standard estimates of the welfare

cost of inflation may be inaccurate in models with search frictions, as externalities highlighted

in the Lagos and Wright (2005) framework create wedges between private and social marginal

utilities of real balances. Similarly, Wen (2015) show that in a Bewley economy the area

underneath the demand curve approach does not work for similar reasons. By contrast,

Alvarez, Lippi, and Robatto (2019) demonstrate that the demand curve approach remains

valid in a large class of monetary models like cash in advance, money in the utility, and

shopping time. These papers underscore the importance of modeling financial frictions when

measuring welfare costs. Dávila, Graves, and Parlatore (2024) provide sufficient statistics for

measuring welfare changes of arbitrage gaps which can be also applied to monetary models.

Our approach shows that frictions in the interbank market for reserves induce wedges in the

rates on the two key portions of bank’s businesses - the loan rate and deposit rate. These

wedges serve as the key measures for welfare in our model.

A related strand of literature examines convenience yields on government bonds and near-

money assets. Vissing-Jorgensen (2023) discuss how to measure welfare via convenience yields

and what the optimal monetary regime is, though our model microfounds these measures

structurally. Kurlat (2019) similarly examine how deposit spreads affect welfare in a model

where banks have monopoly power in deposit provision. d’Avernas et al. (2025) examine the

welfare cost of quantitative easing, complementing our analysis.

Our work complements models that incorporate bank balance sheet constraints as the

main intermediary friction. Van den Heuvel (2008), Van Den Heuvel (2022), Wang (2025),

and Begenau (2020) focus on how limited equity constraints and capital requirements are

important. Our model instead focuses on the liquidity management problem of banks, and the

opportunity costs that banks face for holding reserves. Stulz, Taboada, and van Dijk (2022)

and Levine and Sarkar (2019) provide empirical evidence on why banks hold substantial

amounts of liquid assets, motivating our focus on reserve management.

Payne and Sz\ Hoke (2025) and Williamson (2023) use similar in-flavor models to study
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different historical questions, while Li, Li, and Sun (2024) examines network structure in

money markets with a focus on financial stability. Many of these models, especially the latter,

microfound the liquidity shock in the same way - as random flows of deposits.

The remainder of the paper proceeds as follows. Section 2 presents our general equilibrium

model of bank liquidity management, detailing the household, firm, and banking sectors

along with the OTC interbank market structure. Section 3 characterizes the equilibrium

and establishes our main theoretical results, including the conditions for reserve irrelevance.

Section 4 presents our quantitative analysis, examining welfare costs under alternative steady

states corresponding to different reserve regimes. Section 5 discusses extensions including

bank default risk and market power. Section 6 concludes with implications for optimal

monetary policy design and the ongoing debate about the appropriate level of reserves in the

banking system.

2 GE Model of Bank’s Liquidity Managment

The model aims to start with the growth model core and augments it with banking system.

Banks intermediate savings in the form of deposits into loans which are used to fund capital

holdings. Households motive to save using deposits comes from Sidrauski (1967) "money"

in the utility framework. Their motive to borrow using bank loans comes from a binding

constraint that capital be funded via long-term loans.

The main financial friction in the model is a cost to intermediation that comes from the

market imperfection in the reserve interbank market. Namely, each bank faces stochastic

shocks that represent inflows and outflows of deposits. Banks must settle these flows with

reserves, inducing a distribution of reserves positions among banks. Banks borrow or lend

reserves in a frictional interbank market. Because banks cannot perfectly insure themselves

due to the market friction, this induces a cost to their intermediation activities. This cost is

affected by monetary policy.
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After setting the stage, we go into the problems of each of the agents in the economy.

Our analysis of the equilibrium will show how the interbank market and the central bank’s

provision of reserves affect the issuance of deposits and loans. Then, we can show how the

settlement risk is incorporated into measures of the welfare cost.

2.1 Environment

There are three types of agents in the economy: households, firms, and bankers. The measure

of households and banks are normalized to one, while the measure of firms are indeterminate.

The model is written in real terms with the numeraire being the real good.

Timing and Markets. Time t is discrete and goes forever. Each period t is divided

into two stages. The first stage consists of a centralized, competitive market (CM) where

households, firms, and banks will make consumption and portfolio decisions. The second

stage consists of an interbank market (IM) where banks borrow and lend reserves among

themselves to cover their deposit flows. Households and firms are inactive in the IM.

Assets. There are four types of assets in the economy: deposits d, capital k, loans l,

and reserves m. All assets are one-period assets. Deposits are issued by banks and can

be held by households. In this model, household’s hold deposits due to the deposit in the

utility 1. Capital is created through investment and used for production by the firm. Banks

intermediate the deposits from savers to loans to borrowers, backed by some fraction φ of

capital, to fund capital holdings. Finally, there are central bank reserves which can only be

held by bankers with their nominal supply M g set by the central bank.

Production Technology. Firm’s face a neoclassical production function F (kt, ht) =

Atk
1−α
t hα

t . They rent capital and labor from households in the competitive factor markets in

the CM. Capital investment is chosen by households which is then used in production in the

1. The appendix details a version of the model which uses Lagos and Wright (2005) to provide a more
microfounded reason for monetary exchange using deposits, but the qualitative results remain the same.
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next period. Capital depreciates at rate δ > 0. The law of motion of capital is

kt+1 = it + (1 − δ)kt.

Reserves and Central Bank Policies. The central bank issues reserves that can

only be held by bankers and must be used for interbank settlement. Reserves earn nominal

interest, denoted im, to be paid in the next period’s CM. The central bank also operates a

discount-window lending facility at the end of the interbank market (IM) where banks can

borrow reserves at a nominal interest rate id. We assume that the central bank provides

reserves elastically in the CM, but commits to a level of inflation. Given this, the real interest

rates on reserves and at the discount window are Rm and Rd. The central bank can also set

reserve requirements, ϱ, for the bankers. Banks have perfect foresight over the policies, and

take as given in period t the policies Rm
t+1, Rw

t+1, ϱ.

2.2 Households

Households discount the future via β < 1. Households save in the form of deposits where there

willingness to save in deposits is governed the utility they gain from deposits. Household’s

utility function is therefore given by U(ct, dt). We assume that U(·, ·) is concave, twice

continuously differentiable on R2
++, strictly increasing in consumption ∂U

∂ct
> 0 and weakly

increasing in deposits ∂U
∂dt

≥ 0. In particular, the forms we will focus on will have point where

for d > dsat, ∂U
∂dt

= 0. This last assumption is crucial, as we will want a finite satiation point

in deposits to make clear our welfare comparisons at the optimal policy 2.

Capital must be intermediated so households take loans out to fund some fraction φ of

the next period’s capital stock lh
t+1 ≥ φkt+1. They provide a fixed endowment of one unit of

labor and rent out capital to firms in competitive markets so take w the wage rate and Rk

the return on capital as given.

2. That is, with strictly increasing marginal utility there would exist no finite level of deposits where
∂U
∂d = 0 and so households would hold infinite deposits at the optimal deposit rate
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To describe the activities we can borrow from the description given in Lucas (1980). Each

household splits into two members: an entrepreneur/borrower and a shopper/saver. The

entrepreneur supplies labor and capital to the firm, decides on new investment it, and borrows

lt+1 to fund the next period’s capital stock. Specifically we the following constraint3

lt+1 ≥ φ · kt+1 = φ · it + φ · (1 − δ)kt.

Loans are long term assets backed by the returns on capital. Some fraction φ of new

investment it must be funded by loans. The entrepreneur also rolls over the (unmatured)

existing debt on depreciated capital. This can also be understood in terms of corporate

finance as a firms who have fixed debt to equity ratios equal to φ. Firms sell their output to

the shopper/saver who purchases ct units of consumption of the good, and the amount of

savings dt+1. At the end of the period, the two members reunite to aggregate wealth and

consumption.

The problem of the household written in recursive form is therefore

Problem. Let St be a vector corresponding to the aggregate states in the economy. The

variable St = {dt, at, kt, lt, } represent the current composition of household assets at the

start of period t. The value function of the household V h(St) satisfies the following

V h(St) = max
ct,dt+1,lt+1,kt+1

u (ct, dt) + βV h(St+1)

such that

ct + dt+1 + Rl
tlt + it ≤ wt · 1 + Rk

t kt + Rd
t dt + lt+1 + divt + Tt

kt+1 = it + (1 − δ)kt

lt+1 ≥ φ · kt+1

3. This allows for a satiation point in loans lsat = φk∗, where k∗ is the level of capital in the neoclassical
model. The constraint allows for l > lsat if loans are priced efficiently.
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Note the divt represents that the household earns the dividends from the bank4.

2.3 Firms

Firms in this model are neoclassical. They rent capital kf and labor hf in the CM and face a

production function y = F (kf , hf ) which is constant return to scale (CRS). Due to the CRS

nature of the production function, the measure of firms is indeterminate. Their objective is

given by

max
kf

t ,hf
t

F (kf
t , hf

t ) − Rk
t · kf

t − wt · hf
t .

2.4 Banks

Banks last for one period, remitting their net worth to households, and every period new

banks are set up. Banks finance loans lb to households which are funded through deposits db.

We model the costs of a banks portfolio (see Freixas and Rochet (2008)) as coming from

a microfoundation of banks liquidity management problem. Namely, that banks who issue

deposits, face exogenous stochastic inflows and outflows, and must settle these flows with

central bank reserves m5. Banks who are in deficit in reserves can borrow from those who are

in surplus in an overnight frictional interbank market. The market friction prevents all banks

in deficit from matching. In that case banks can borrow from the central bank’s lender of last

resort function via the discount window at a penalty rate. This induces a steeper marginal

cost of being in deficit than the marginal benefit of being in surplus.

The key friction that banks face in this model the imperfection of the interbank market

which we model based off Bianchi and Bigio (2022) (here in BB). This allows us to focus on

how monetary policy changes the costs of intermediation and induces banks to hold more or

less reserves. Due to the assumptions in BB, in a stationary equilibrium, the economy will

4. We should think that loans are made to different banks similar to Gertler and Kiyotaki 2010, though we
abstract from their islands formulation for simplicity

5. That is we assume l are illiquid in the IM. We abstract from other liquid assets like US Treasuries in
this treatment to focus on central bank reserves.
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reduce into a sequence of repeated static problems.

Banks in CM. Existing banks start period t with a portfolio of deposits, loans, and

reserves dt, lt, mt along with interbank loans ft (negative indicating lending to other banks)

and discount window borrowing from the central bank wt borrowed in period t − 1 IM. At the

beginning of the CM, each of these bank pays interest on it’s deposits, interbank loans, and

discount window borrowing Rd
t , Rib

t , Rw, earns interest on it’s loans and reserves positions

Rl
t, Rm.

We assume that there is full commitment for banks to their liabilities so there is no default

in deposits, interbank loans, nor discount window loans. Similar assumptions apply for the

asset side of bank’s portfolios, in that the households cannot default on loans and the central

bank always pays interest on it’s reserves.

Banks net worth is given

et = Rl
t · lt + Rm · mt − Rd

t · dt − Rib
t ft − Rwwt.

which is then remitted to the household.

New banks enter and choose a portfolio dt+1, lt+1, mt+1 to maximize their portfolio returns,

taking into account the expected costs of going to the interbank market, detailed below. The

market for deposits and loans are competitive so banks take Rl
t+1, Rd

t+1 as given. Although

there is a large literature arguing that banks have market power in deposits (Drechsler, Savov,

and Schnabl 2017) we focus our analysis on the case of no market power as a baseline.

New banks enter with no capital, so their flow of funds constraint is given by lt+1 +mt+1 =

dt+1. Thus their assets must equal their liabilities, and their only source of funding is deposits.

Denote the measure of banks as j ∈ J which is normalized to unity and kept constant so

that the same amount of banks enter in each period. In this set up, we abstract from other

sources of financing for banks, such as equity and non-demandable deposits and the frictions
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that may exist in these sources 6.

Banks in IM. At the beginning of the IM stage, banks face an exogenous7 shock representing

flows of deposits that must be settled with reserves. The shocks induces distributions in

reserve positions, where banks short on reserves go to an OTC market subject to search

frictions where they can settle their deficits by borrowing reserves. Due to matching frictions,

not all surplus/deficit positions will match. An unmatched bank in deficit must borrow from

the discount window at the discount window rate Rw, whereas an unmatched bank in surplus

earns the interest on reserves Rm.

Formally, each bank j faces two i.i.d. shocks representing deposit flows. The inflow shock

is denoted ξj . The bank receives an inflow of deposits ξj · D, where D is the aggregate level of

deposits across banks. The inflow shock ξj is a positive random variable with distribution Φξ

distributed i.i.d across banks. The outflow shock is denoted ωj. The bank loses ωj · dj of its

deposits to other banks8. The outflow shock is a positive random variable with distribution

Φω also i.i.d across banks. Moreover, we assume that ωj is bounded above by ωH ≤ 1. If

ωH = 1, the bank could lose all of its deposits and can only insure it can face outflows without

using the discount window if it runs a narrow bank.9 As shown later, the case of ωH will be

important in certain cases to ensure existence of an equilibrium where banks are satiated in

reserves.

The bank’s net reserve position at the start of the interbank market will then be given by

sj = mj
t+1 + f

(
−ωj · dj

t+1 + ξj · Dt+1 − ϱ
(
dj

t+1 − ωj · dj
t+1 + ξj · Dt+1

))
.

6. See Van den Heuvel (2008), Wang (2025) for examples of papers who focus on equity frictions
7. Note that in this treatment the shocks and their distributions are not affected by the household’s

problem. We think of these flows coming from an unmodeled payment process where deposits flow within the
banking system.

8. Note the difference that outflows are based on a bank’s own position in deposits where inflows are based
on the aggregate position of deposits. This can be microfounded via a more detailed matching process. See
the appendix for a version of the model that is built off Lagos and Wright (2005).

9. This assumption is different from Bianchi and Bigio (2022) who assume only one shock to the deposit
position of banks. With only one shock, a bank that increases its issuance of deposits can face larger outflows
but also larger inflows. This can lead to the settlement cost of deposits being non-monotonic in deposit
issuance. With separable shocks, deposits are always risky at the margin.
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where xj denotes the position of an individual bank, and f(x) = max {x, υ} for some

parameter υ to distinguish between settlement types detailed below. The first part, mj
t+1,

indicates the amount of reserves they chose in the CM in period t. Turning to the arguments

of f , the next term −ωj · dj
t+1 + ξj · Dt+1 indicates the flows of deposits that are settled

with reserves. Finally, ϱ
(
dj

t+1 − ωj · dj
t+1 + ξj · Dt+1

)
indicates the fraction of end of period

deposits that must be covered via reserves due to regulatory constraints. That is the end of

period position in reserves must be at least as ϱ fraction of the end of period deposits. The

parameter ϱ can stand in for reserve requirements or more generally liquidity constraints

(like the LCR).

We use the function f(·) to distinguish between two types of timing conventions that we

interpret as different settlement types in the IM, fast vs slow. In turn, it will impact the

distribution {sj}j and therefore the rates offered to banks that we study. We denote fast

(or net) settlement by υ = ∞ to indicate that banks can use all of the inflows of reserves

from deposits to settle same day outflows. We denote slow (or gross) settlement by υ = 0 to

indicate that banks can only use inflows to meet their regulatory requirements ϱ, but not to

be used to settle for deposit outflows.

Banks face a non-negativity constraint of their reserve positions, so they settle their deficits

by borrowing reserves in an OTC market subject to search frictions. The shocks induce a

distribution in {sj}j∈J, where sj > 0 indicates a surplus position and sj < 0 indicates a

deficit position. Banks cannot end the period with sj < 0, so these banks go to the interbank

market to borrow reserves. On the other end of the market, banks with surplus, sj > 0, can

potentially earn a return by lending their reserves to the banks in deficit.

This OTC market is modeled as a two-sided decentralized market with a large family

assumption; each bank is split into infinitesimally small traders who match traders from

other banks. Specifically, we assume that traders match sequentially over a finite horizon

with matching intensity λ and matching function G. At the end of the period, all the traders

will join back up to their individual bank. This is akin to the assumption used in Atkeson,
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Eisfeldt, and Weill (2015).

The implication of the large family assumption is that trader’s individual outcomes in

the OTC market have no impact on the net worth of bank. This makes the model very

tractable and the marginal benefits or costs of a bank’s position depend only in the aggregate

allocation. In essence, each bank is able to take the "average trade" in the OTC market. As

in Bianchi and Bigio (2023), we can obtain closed form solutions for the endogenous rates

that arise from this friction10.

We define the aggregate positions and market tightness as

S+ ≡
∫ 1

0

[
sj
]+

dj

S− ≡ −
∫ 1

0

[
sj
]−

dj

θ ≡ S−

S+

where we have dropped time subscripts for brevity. Aggregate surplus is defined as the sum

over all banks who have surplus positions after the liquidity shock. Aggregate deficit is

defined analogously. Market tightness is a measure of how many deficits positions there are

relative to surplus. Naturally, the average rate at which deficit banks borrow reserves rises

with θ, reflecting the greater supply of loanable reserves.

Lemma 1. If banker’s portfolio decisions are symmetric, then tightness in the interbank

market depend only on the ratio of aggregate reserves to aggregate deposits, M/D = µ.

Proof. Here we show the proof for fast settlement, when υ = ∞. The proof for slow settlement

is largely similar, but more notation, so is left for the appendix. If decisions are symmetric,

10. A review of the derivations and closed form expressions are provided in the appendix.
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then dj = D and mj = M for all j. Then,

S+ =
∫ 1

0

[
M + ξj · D − ωj · D − ϱ

(
D − ωj · D + ξj · D

)]+
dj

= D (1 − ϱ) ·
∫

[s∗ + ξ − ω]+ dΦξ,ω,

S− =
∫ 1

0

[
M + ξj · D − ωj · D − ϱ

(
D − ωj · D + ξj · D

)]−
dj

= D (1 − ϱ) ·
∫

[s∗ + ξ − ω]− dΦξ,ω,

θ =
∫

[s∗ + ξ − ω]+ dΦξ,ω∫
[s∗ + ξ − ω]− dΦξ,ω

where we denote s∗ = µ−ϱ
1−ϱ

.

This result is important because the bank’s marginal payoffs will be a function of the

market tightness. In the banker’s portfolio problem, the banker will take as given the market

tightness.

As a result of this trading process, the banker’s payoffs from the interbank market can be

written as a function, χ, which is piece-wise linear with a kink at zero

χ(s, θ) = χ+(θ) · [s]+ + χ−(θ) · [s]−.

Here, [x]+ = max{x, 0} and [x]− = min{x, 0}, while χ+(θ) is the marginal benefit of being in

surplus, and χ−(θ) is the marginal cost of being in deficit. Key to this model’s tractability

is that banks face a piecewise linear function, i.e. the magnitude of s does not affect the

marginal return the bank faces. This assumption is well suited for markets where the assets

being traded are very liquid, and so price elasticities are nearly zero.

The specific value for the marginal benefit and cost take into account that matching is

frictional. In particular, an unmatched bank in deficit will need to borrow from the discount

window; similarly, an unmatched bank in surplus will not be able to lend all of its position to
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deficit banks and so earns its outside option the interest on reserves. Specifically,

χ+ = Ψ+(θ, λ)
(
Rib(θ) − Rm

)
χ− = Ψ−(θ, λ)

(
Rib(θ) − Rm

)
+ (1 − Ψ−(θ, λ)) (Rw − Rm) .

Here Rib denotes the average interest rate in the interbank market. A bank in surplus can

match a fraction Ψ+(θ, λ) of its surplus to deficit banks and earns a net payoff of Rib(θ) − Rm

for each unit lent. An unmatched bank in surplus simply earns Rm, so it’s net return is

0. A bank in deficit can borrow a fraction Ψ−(θ, λ) of its deficit from surplus banks at a

net cost Rib(θ) − Rm, but must cover the rest of its deficit at the discount window at a net

cost Rw − Rm. We assume that the discount window is provided fully elastically so that

settlement fully clears. Due to the large family assumption, its outcome only depends on

the beginning of market tightness, θ, and parameters. Hence we obtain closed forms for the

endogenous probabilities Ψ+(θ, λ), Ψ−(θ, λ) and interbank rate Rib(θ) which allow us to solve

the model. Derivations of the interbank market payoffs are shown in Appendix C.

Since the banks lives only one period, their problem is given by maximizing next period’s

expected profit11.

Problem 1.

max
lt+1,mt+1,dt+1

Et [Λt+1 (et+1)]

where

et+1 =
Exp. Portfolio Return︷ ︸︸ ︷

Rl
t+1lt+1 + Rm

t+1mt+1 − Rd
t+1dt+1

+ Eω,ξ [χ(mt+1, dt+1, Dt, θt)|Dt, θt, ι]︸ ︷︷ ︸
Settlement Costs

Since the bank is owned by the household, they discount next period expected profits via

11. Since inflows are fixed to the aggregate deposits, banks face decreasing returns to scale and will generate
positive profit in equilibrium.

17



the SDF of the household Λt+1. Banks choose their portfolios lt+1, mt+1, dt+1 in the CM to

maximize its profits which consists of two objects; the first being their expected portfolio

return, the second its gains or losses from the interbank market (IM) represented by the

expectation of χ over the measure of ω, ξ, taking aggregates Dt, θt, ιt+1 as given. Monetary

policy affects the payoffs in three ways. First Rm affects the direct return on reserves. Next,

the payoffs in the interbank market is proportional to the corridor gap, ι ≡ Rw − Rm. Finally

ϱ influences the distribution of {sj}j and θt by changing the threshold for which banks are in

deficit or surplus.

2.5 Central Bank

The central bank in this model has access to several policy tools that it can use to influence

the bank’s returns. It has access to the nominal interest on the discount window iw, nominal

interest rate on reserves im, money supply M g, discount window loans W and transfers T .

In addition, it sets the reserve requirement ϱ. Its budget constraint is given by

Rm M g
t

Pt−1
+ Wt+1

Pt

= M g
t+1

Pt

+ Rw W g
t

Pt−1
+ Tt. (1)

The central bank funds itself using current-period real transfers Tt, earnings from the discount

window loans from last period Wt, and current period money issuance M g
t+1. Its expenses are

current period discount window loans W g
t+1, and paying out interest on reserves Mt. Note

that the reserves include borrowed reserves, so the net interest margin on discount window

borrowing is Rw − Rm. As is convention in the rest of the model, payments are made at the

beginning of the period, so the central bank pays out interest on reserves and earns interest

on discount window loans simultaneously. Note that Mg
t+1
Pt

is the money supply inclusive of

discount window lending. Define M̃g
t+1
Pt

the money supply less discount window borrowing via

M g
t+1 ≡ M̃ g

t+1 + W g
t+1. In other words, M̃ g is the monetary policy decision in the CM of the

problem where as M g is determined at the end of the period after the IM is resolved.
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2.6 Equilibrium Definition

Definition 1. Given a set of policy rates Rm, Rw and reserve requirements ϱ, a symmetric sta-

tionary equilibrium consists of value functions {V h}, CM allocations {c, dh, lh, k, kf , hf l, m, d},

IM allocations {S+, S−, θ, Ψ+, Ψ−}, CM prices and interest rates {Rd, Rk, Rl, }, IM prices

{χ−, χ+, Rib} such that

• Value function solve the Bellman equations,

• Households choose c, dh, lh, k optimally given prices and value functions

• Firms choose kf , hf optimally given prices

• Banks choose l, m, d optimally given prices

• IM allocations and prices are a solution to the trading problem

• Markets for CM good, assets, and deposits clear.

For our analysis, T and W g
t are set passively so that the central bank budget constraint

is met and the discount window clears . The government policies set deterministically are

M g
t , im

t , iw
t , ϱt. In the stationary equilium that we are interested in, we consider policies where

M g grows at a constant rate which via quantity-theory-like arguments pins down inflation.

In turn the central bank can choose Rm = 1+im

1+π
, Rw = 1+iw

1+π
.

2.7 Equilibrium Analysis

We solve the problems of each of the agents and show properties of the equilibrium.

Non-financial sector The first order conditions of the households problem and firm

problem give rise to the "supply" of deposits and demand for loans that the bank takes as
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given. Taking first order conditions of the household’s problem leads to

[dt+1] : Et

[
Λt+1

(
Rf

t − Rd
t+1

)]
= Et

[
Λt+1

ud(ct+1, dt+1)
uc(ct+1, dt+1)

]

[kt+1, lt+1] : Et

[
Λt+1

(
Rk

t+1 + (1 − δ) − Rf
t

)]
= φ Et

[
Λt+1

(
Rl

t+1 − Rf
t

)]

where

Λt+1 = ζt+1

ζt

β
uc(ct+1, dt+1)

uc(ct, dt)

Rf
t = 1

Et [Λt+1]
.

is the SDF from t to t + 1 and the risk free rate. The first equation writes the demand for

deposits based on the opportunity cost12 of deposits Rf − Rd. The firm’s problem is standard

leading to

Rk = ∂F (k, 1)
∂k

= (1 − α)Ak−α

w = ∂F (k, 1)
∂h

= αAk1−α

.

we have have employed that labor supply is normalized to unity.

The working capital friction manifests in a wedge in the real return on the marginal

product of capital. In this model Rk will be set to a convex combination of Rf and Rl. That

is when φ > 0 and Rl > Rf then capital is more costly than in the neoclassical benchmark

where Rk = Rf . In turn, the household holds less capital. We will see that this will be the

channel/wedge through which monetary policy will have a real effect.

12. Belongia and Ireland 2019 argue that this form is more amenable to having the model match the
construction/theory behind Divisia money indices
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Banks The first order conditions of the banks will pin down a demand for deposits from the

banking system and a demand for reserves that take into frictions in the interbank market.

Et

[
Λt+1R

l
t+1

]
≥ Et

[
Λt+1

(
Rm

t+1 + ∂ Eω,ξ[χ(mt+1, dt+1)]
∂m

)]

Et

[
Λt+1R

l
t+1

]
= Et

[
Λt+1

(
Rd

t+1 − ∂ Eω,ξ[χ(mt+1, dt+1)]
∂dt+1

)]

Notice that the first-order condition for reserves holds with equality if mt+1 > 0. In the

following, we drop the time subscripts, and the household SDF while introducing some extra

notation to make the exposition easier. Since E[χ(m, d)] = χ+ · [s]+ + χ− · [s]−, we can write

these first-order conditions as

Rl
t+1 − Rm

t+1 ≥ Lm(mt+1, dt+1) ≡ ∂ Eω,ξ[χ(mt+1, dt+1)]
∂mt+1

,

Rf
t+1 − Rd = Ld(mt+1, dt+1) ≡ −∂ Eω,ξ[χ(mt+1, dt+1)]

∂dt+1

Here, Lm is the partial derivative of E[χ] with respect to m, while Ld is (the negative of)

that with respect to d. We interpret Lm and Ld as the liquidity premia on reserves and

deposits arising from the OTC friction in the interbank market.

The liquidity premia will take a particular form depending on the payoffs and distribution

of surpluses.

Łm = χ− Pr () .

Here Pr(s > 0) represents the probability of a bank being in surplus, which will depend

on its choices m, d, aggregates D, as well as the distribution of the shocks ω, ξ. In the

second equation, Eω,ξ [ω|s < 0] represents the conditional expectation of the outflow shock,

conditional on being in deficit. Since the deposit inflows are dependent on the aggregate

position of which the bank takes as given, only the conditional expectation of the outflow
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shock shows up in the first order condition for deposits. The appendix details closed forms

Lm,Ld in terms of the interbank market functions and the distributions of ω, ξ.

Lemma 2. The banker’s portfolio (CM) problem is jointly concave in m, d.

Proof. Here we show the argument for when ϱ = 0 and fast settlement. The argument for

ϱ > 0 is similar. Substitute the budget constraint in the objective function of the banker.

Then, the derivative with respect to m is given by Rm + Lm(m, d) − Rf , as shown in the

first-order condition. The second derivative with respect to m is then given by

∂2

∂m2 = ∂ Lm(m, d)
∂m

= −(χ− − χ+)
∫

δ(m + ξ · D − ω · d) dΦω,ξ ≤ 0,

where δ(x) is the Dirac delta function which equals one if x = 0. Similarly, the cross-derivative

is
∂2

∂m∂d
= ∂ Lm(m, d)

∂d
= (χ− − χ+)

∫
ω · δ(m + ξ · D − ω · d) dΦω,ξ ≥ 0.

The derivative with respect to d is given by Rf − Rd − Ld(m, d), as shown in the first-order

condition. The second-derivative with respect to d is

∂2

∂d2 = −∂ Ld(m, d)
∂d

= −(χ− − χ+)
∫

ω2 · δ(m + ξ · D − ω · d) dΦω,ξ ≤ 0.

Notice that the expressions for the second derivative tell us that the problem is concave in

m and d separately. To show that the problem is jointly concave we must show that the

determinant of the Hessian matrix is positive. That is, we must show that

[∫
δ(m + ξ · D − ω · d) dΦω,ξ

]
·
[∫

ω2 · δ(m + ξ · D − ω · d) dΦω,ξ

]
≥
[∫

ω · δ(m + ξ · D − ω · d) dΦω,ξ

]2
,

but this is a simple application of the Cauchy-Schwartz inequality.13

13. The Cauchy-Schwartz inequality states E[A] · E[B] ≥ E[A · B]2. Take A =
√

δ(m + ξ · D − ω · d) and
B = ω ·

√
δ(m + ξ · D − ω · d)
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Given the fact that shocks are separable, this property is easy to establish and guarantees

that we can rely on the first-order conditions for the analysis.

Corollary 1. Lm and Ld are decreasing in m and increasing in d.

This shows that the bank has a decreasing marginal benefit of acquiring reserves and an

increasing marginal cost of issuing deposits.

Proposition 1. The bank’s optimal portfolio decision consists of holdings of reserves and

deposits such that the first-order conditions hold. In particular, we have two cases: either the

bank holds some reserves or none. If the bank holds some reserves, then the bank’s holdings

must solve

Rl − Rm = Lm(µ, Rw, Rm),

Rl − Rd = Ld(µ, Rw, Rm),

If the bank holds no reserves, then we must have

Rl − Rm ≥ Lm(µ, Rw, Rm),

Rl − Rd = Ld(µ, Rw, Rm),

The bank’s decision to hold reserves trades off a benefit and a cost. The cost is the

interest rate spread relative to the risk-free asset, Rl − Rm. The benefit is twofold, avoiding

a deficit position with their costly borrowing of reserves and increasing surplus with their

profitable lending of reserves. The decision to issue deposits trades off the benefit of earning

the interest rate spread Rl − Rd with the settlement cost. This settlement cost includes more

borrowing when in deficit and less lending when in surplus.

It is easy to show then that the bank will hold less reserves and issue more deposits if the

cost of discount-window borrowing is lower. Define ι ≡ Rw − Rm to represent the corridor

gap. The proposition then explores what happens if the CB lowers ι, for a fixed Rm.
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Proposition 2. Given prices, interest rates, and matching probabilities in the IM, a bank

will hold less reserves and issue more deposits if the cost of discount-window borrowing, ι, is

lower.

Proof. Again we show the proof for ϱ = 0 and fast settlement, with the other cases relegated

to the appendix. Since the cross-derivative of the objective function with respect to m

and d is positive, the objective function is supermodular in m, d. Therefore, we can show

monotonicity results for m and d with respect to a parameter if the cross-derivative of the

objective function with respect to the choice variable and the parameter always takes the

same sign. (Single crossing property).

Toward showing the single-crossing property, notice that χ− and χ+ are increasing in ι.

Therefore,
∂2

∂m∂ι
= ∂ Lm

∂ι
= ∂χ−

∂x
Pr(s < 0) + ∂χ+

∂x
Pr(s > 0)

and
∂2

∂d∂x
= −∂ Ld

∂x
= −∂χ−

∂x
Pr(s < 0) E[ω|s < 0] − ∂χ+

∂x
Pr(s > 0) E[ω|s > 0].

Therefore, if the sign of the derivatives of χ−, χ+ are the same, the single-crossing property

holds. Any parameter that increases χ− and χ+ will induce an increase in reserves and a

decrease in issuance of deposits.

We can also show that banks will hold more reserves and issue more deposits if Rm

increases.

Proposition 3. Given prices, interest rates and matching probabilities in the IM, a bank

will hold more reserves and issue more deposits if Rm is higher.

Proof. Following the same type of argument from the proof of the previous proposition, we

can write
∂2

∂m∂Rm
= ∂Rm + Lm

∂Rm
= 1 − Pr(s < 0) − Pr(s > 0)Ψ+ ≥ 0,
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where we see that Rm directly increases the benefit of holding reserves, but it decreases the

benefit of reserves in settlement. However, the latter effect cannot dominate the former.

Similarly, for deposits,

∂2

∂d∂Rm
= ∂ − Ld

∂Rm
= Pr(s < 0) E[ω|s < 0] + Pr(s > 0) E[ω|s > 0]Ψ+ ≤ 0,

which shows that deposits will increase because an increase in Rm lowers the cost of settlement.

In a symmetric equilibrium, banks will choose d = D. Notice that Lm(M, D) and

Ld(M, D) evaluated at the aggregate quantities depend only on the reserve ratio µ = M/D.

Therefore, we can write Lm(µ),Ld(µ). Thus, we can establish the following results

Proposition 4. Let M, D be the aggregate holdings of reserves and deposits in equilibrium.

Then, banks will hold no reserves, M = 0, if

Rl − Rm ≥ Lm(0), Rl − Rd = Ld(0).

On the other hand, if banks hold some reserves, then

Rl − Rm = Lm(µ), Rl − Rd = Ld(µ).

In words, if the aggregate premium on reserves when banks don’t hold reserves, Lm(0) is

too low, then banks will hold no reserves. Alternatively, if Lm(0) > Rf − Rm, then banks

must hold some reserves in equilibrium. This shows that there is a cutoff rate on reserves

below which banks hold no reserves. This cutoff depends on the friction in the interbank

market.
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3 Benchmarks without Liquidity Costs and Irrelevance

Using this model, we go through successive exercises to show how settlement risk that are

settled in a friction interbank market are passed onto consumers. This risk informs us how to

measure welfare.

3.1 Benchmarks without Liquidity Costs
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Figure 2: Limiting Cases for Interbank Rate

Our first limiting case is when there are no interbank frictions. This can be represented

by taking the interbank matching rate, λ → ∞. In this case, we get the following behavior

θ < 1

Ψ+ = θ Ψ− = 1

Rib = Rm χ+ = 0 χ− = 0
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θ > 1

Ψ+ = 1 Ψ− = 1
θ

Rib = Rw χ+ = 0 χ− = 0

The intuition here is that when θ < 1 there is more surplus position than deficit, so the

efficient price in the interbank market is the outside option for the lending bank Rm. On the

other hand, if θ > 1, there are more deficit positions than surplus, so the efficient price is for

Rib = Rw.

In either case we will get Lm = Ld = 0 and therefore there is no welfare cost arising from

the settlement risk for banks.

Note however that this is not equivalent to one of the polar cases of the bargaining

parameter η, which represents the share of surplus that the borrowing bank receives. When

η = 0, the lending bank receives all the surplus and so sets the interbank rate to Rw regardless

of θ. Similarly when η = 1, the borrowing bank receives all the surplus and sets Rib = Rm

always.

Next we turn to the Friedman rule which is a common benchmark in monetary models.

The intuition in the Friedman rule is since the social cost of providing liquidity is zero, the

central bank should equalize the marginal benefit of reserves with the risk free rate in the

economy. We show that in the interbank market, there is another form of efficiency that

the central bank can implement to ensure that bank’s do not face settlement risk. We show

the model counterfactual of how central bank policy can implement this benchmark. This

counterfactual has never been observed in the data, demonstrating the importance of a

structural macro model in computing the welfare cost. The frictionless benchmark helps

policy makers understand what central bank policy would minimize the welfare cost of money.

Proposition 5. A necessary condition for efficiency is that Ld = Lm = 0. This is achieved

either
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1. iw = im

2. or Pr(st < 0) = 0

Proof. To avoid ponzi schemes, rates must satisfy Rl ≥ Rf ≥ Rd. The efficient outcome is

when the rates for deposits and loans are equal to the frictionless case, where Rl = Rf = Rd.

This occurs only if Ld = 0. Therefore Lm = 0.

If ι = 0, χ+ = χ− = 0, therefore Lm = Ld = 0. If Pr(s < 0) = 0, S− = 0, χ+ = χ− = 0,

and so again Lm = 0, Ld = 0.

The first condition represents that the marginal cost of funding a deficit position is the

same as the marginal benefit of a surplus position. In other words, the the kink in χ arising

from χ− > χ+ is removed. Note that the level of the rates do not matter here, only that

they are equal to each other. To understand this condition, consider a bank in deficit. The

bank with some probability is matched in the OTC interbank market, where it borrows

at the interbank rate Rib which due to the corridor rate being equal will be set so that

Rib = Rw = Rm. If the bank does not match in the interbank market, it funds its deficit

position by going to the discount window. Hence, regardless of the matching process, it can

always fund its deficit position at the marginal holding return of reserves. In other words,

since the central bank can provide liquidity costlessly at the discount window, it can achieve

efficiency by closing the corridor gap.

The second condition is met iff µ = ωH <= 1 where bank’s hold enough reserves to insure

against the most extreme deposit outflow shock. If µ = ωH = 1, this corresponds to a narrow

bank. Banks in this case are satiated in their precautionary demand for reserves.

Corollary 2. Efficiency requires

1. In a monetary equilibrium m, d > 0, Rf = Rd = Rm = 1
β

and Lm = Ld = 0

2. In a nonmonetary equilibrium Rf = Rd = 1
β
,Lm = Ld = 0, Rw = Rm < 1

β
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The first case corresponds to the Friedman rule in standard monetary models. Here the

central bank has two degrees of freedom to set the real return on reserves to the risk free

rate - either it deflates the economy or it increases the nominal interest on reserves im, or a

combination of both. Due to proposition 5 we see that there are two cases for this equilibrium

to hold. In the case that the central bank sets iw = im, → Rw = Rm = 1/β, there are multiple

equilibria as bank’s are indifferent from holding any mix of assets a, m.

The second case corresponds to the central bank eliminateing settlement risk for the

banking system by providing reserves at the discount window equal to the return on reserves.

Banks in this case will choose to not hold reserves in the CM. Interbank transfers are funded

fully by banks in deficit going to the discount window. In this case the central bank would in

effect be "subsidizing" the use of the discount window below the risk free rate since there is

no cost for the central bank to supply discount window loans in this model.

3.2 Special Case: Irrelevance of Interbank Frictions

Here we show a novel contribution - a case where interbank frictions are irrelevant. The

special case provided here of the model provides conditions in which the amount of reserves,

and therefore monetary policy, have no impact on welfare. The result can be thought of as a

way to nest the previous literature on the welfare cost of inflation Lucas 2000; Craig and

Rocheteau 2008 in a model with banking.

In this set up we take a limiting case where the distribution of outflows ω is degenerate

and φ = 0. In other words, bank face deterministic outflows and the demand curve for loans

is flat. We show that in this case the effect of settlement risk is fully captures as the cost of

acquiring enough reserves to cover the deterministic outflows.

Proposition 6. In the case where Φω is degenerate and we are in fast settlement, the liquidity

29



premia take the following form

Lm(µ, Θ) = χ−(Θ) − Φz(s∗)(χ−(Θ) − χ+(Θ)),

Ld(µ, Θ) = ω ·
{
χ−(Θ) − Φz(s∗)(χ−(Θ) − χ+(Θ))

}
= ω · Lm(µ, Θ),

where s∗ = m̃
d̃

= µ represents the threshold for which a bank is in deficit or suprlus. Then

Φz(s∗) represents the probability of a bank being in deficit. In a symmetric equilibrium, the

threshold is solely determined by the equilibrium reserve ratio µ.

They result takes into account the assumption that bank’s face a flat demand for loans,

and so their supply of loans is not a margin of adjustment for their portfolio returns via

affecting the equilibrium rate on loans. The conditions imply that the demand curve for

reserves of the banking system is proportional to the demand curve for deposits of the banking

system. This is the type of result that is used to justify why reserves are not part of M1 and

higher monetary aggregates due to money multiplier type arguments that the quantity for

deposits is some multiple of the quantity of reserves. The result here shows that this only

holds in a specific special case in the model.

In fact, in this case, the quantity of reserves and interbank frictions do not for welfare.

From the first-order conditions for m, d

Rf − Rd = Ld = ω · Lm = ω · (Rf − Rm).

⇒Rd = (1 − ω)Rf + ωRm.

In this special case, the rate on deposits is entirely determined by Rm. The other policy

rate Rw and the search-and-matching parameters (bargaining power or matching rate) do

not affect the interest rate on deposits or the quantity of deposits. Since welfare depends on

the quantity of deposits, these parameters do not affect welfare, although they do affect the

amount of reserves held by banks.

Figure 3 plots the demand curves for reserves (Rf − Rm) and deposits (Rf − Rd) arising

30



Deposits

0.986 0.988 0.99 0.992 0.994 0.996 0.998

R
a
te

s
(a

n
n
,
%

)

0

2

4

6

8

10

12

14

Demand Curves

6 = 0:15; 2 = 0:44

Rf !Rd

Rf !Rm

Liquidity Ratio 7

0 0.1 0.2 0.3 0.4 0.5

R
a
te

s
(a

n
n
,
%

)

0

2

4

6

8

10

12

14

Demand Curves

6 = 0:15; 2 = 0:44

Rf !Rd

Rf !Rm

Figure 3: Demand Curves of Reserves and Deposits of Banks

from the FOC of the bank. The left hand panel plots it as a function of the equilibrium

deposits, while the right hand panel does it as a function of the equilibrium reserves. In

either case, we can see that we would overstate the true welfare cost of inflation if we were to

measure welfare using the opportunity cost of "money" as per Bailey’s method using Rf − Rm.

Since deposits pay interest, the opportunity cost of holding them is lower, relative to cash.

The vertical line in these plots in Rf − Rm represent the non-monetary equilibria. Once

the policy rate, Rm, goes low enough (interpreted equivalently as the central bank inflating

the economy), the bank goes to a corner solution and holds no reserves. In this case the Rm,

and therefore inflation π, is irrelevant for the welfare cost since Rf − Rd is not changing.

Figure 4 shows the welfare cost in terms of the welfare measure presented above, under

various interbank parameter combinations. Notice that the lines overlap where we are in a

monetary equilibria. They diverge as changing the interbank parameters changes the marginal

costs that the bank faces, and so changes the point at which they no longer hold reserves.

Importantly, the parameter η which is the bargaining power of the bank in deficit, has a

bigger impact. Even with a relatively high value of λ = 7.42, a change in η from 0.78 to
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Figure 4: Welfare as Interbank Parameters Vary

0.44 changes the cost that the bank faces drastically. As η → 0, bargaining power goes to

the lender, and the Rib → Rw. Hence the cost of being in deficit is higher, so bank’s hold

reserves for "longer".

We can interpret this special case of the model as the type of assumptions that would

need to hold for the reserve regimes to not matter for the estimate of welfare. In other words,

if these assumptions hold, it is enough to use the methods the previous literature on the

welfare cost of infaltion Lucas 2000; Craig and Rocheteau 2008 by focusing on the household’s

demand for monetary assets. We can look past the banking system, as they are just an

intermediary in this economy with no real impact, and focus on the household’s holdings.

We turn into the next section into cases where the interbank frictions are relevant.
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4 Quantifying Welfare Cost across Steady State

We estimate the equilibrium variables and welfare cost in steady state as we change the

central bank policies in the model. We specialize functional forms to derive demand functions

for deposits and loans and calibrate the economy to match portfolio variables and interbank

market data. We provide several different scenarios representing different ways the central

bank can implement the Friedman rule, each resulting in different equilibrium reserves

regimes.

4.1 Quantiative Assumptions

For the quantitative exercise, we need to make some assumptions about utility. In this section

we derive the demand and inverse demand curves for deposits and loans. We characterize

their elasticities and how they map to primitive parameters. For these, we focus on steady

state.

First take

u(c, d) = c1−γc − 1
1 − γc

− min(d, d̂)
γd

(
log(min(d, d̂)) − Θd − 1

)
.

where d̂ represents the point deposit satiation. For d > d̂, ud = 0 and deposits provide no

liquidity service. The variable Θd represents a stochastic level-demand shifter for deposits

that is uncorrelated with the SDF. We assume it has a stationary markov process.

We can solve for the demand functions for deposits via obtaining the inverse demand
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function from the first order condition

Rf − Rd =


cγc

γd

(
Θd − log(d)

)
if d < d̂

0 if d ≥ d̂

Rd =


Rf − cγc

γd

(
Θd − log(d)

)
if d < d̂

Rf if d ≥ d̂

Solving for d we get

log(d) =


Θd − γd

cγc

(
Rf − Rd

)
if Rd < Rf

[
Θd, ∞

)
if Rf = Rd

d =


exp(Θd) · exp

(
Rf − Rd

)− γd

cγc if Rd < Rf

[
exp(Θd), ∞

)
if Rf = Rd

.

This satisfies the semi-log form used in previous literature (Lucas (2000) and Belongia and

Ireland (2019)) but with −γd/cγc being the semi-elasticity of demand14. In partial equilibrium,

where Θd, c are fixed, this exhibits a constant semi-elasticity. In general equilibrium, the

elasticity reduces as c → c∗.

14. Typically elasticities are measured with respect to net rates. Even though Rf , Rd denote gross rates in
this notation, their difference is a net rate.
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We can derive the demand curve for loans via l = φk

Rk = (1 − α)Ak−α

β(Rk − Rf ) = φβ(Rl − Rf )

Rk = Rf + φ(Rl − Rf )

k = ((1 − α)A)
1
α

(
Rk
)− 1

α

= ((1 − α)A)
1
α

(
Rf + φ(Rl − Rf )

)− 1
α

l =


φ ((1 − α)A)

1
α

(
Rf + φ(Rl − Rf )

)− 1
α if Rl > Rf

[l∗, ∞) if Rl = Rf

.

where l∗ is the optimal amount of loans in the economy, see below. At Rl = Rf the household

is indifferent with borrowing more at the risk-free rate.

This implies that the inverse demand for loans is given by

Rl =


1
φ

[(
φ
l

)α
((1 − α)A) − (1 − φ)Rf

]
if l < l∗

Rf if l ≥ l∗

Rl − Rf =


1
φ

[(
φ
l

)α
· (1 − α) · A − Rf

]
if l < l∗

0 if l ≥ l∗
.

We can invert this to get the demand function for loans.

l̄ = φ ((1 − α) ∗ A)
1
α

ϵl = − 1
α
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Note that ϵl does not correspond to the loan elasticity. To get this we’d compute

∂l

∂Rl
= − 1

α
· φ · l

(
Rf + φ(Rl − Rf )

)−1

∂l

∂Rl
· Rl

l
= − 1

α
· φ · Rl

(
Rf + φ(Rl − Rf )

)−1
.

When φ ∈ (0, 1) the elasticity changes based on Rl. We can see that this elasticity is

decreasing in Rl (increasing in absolute value). For φ = 0, loan demand is flat at Rl = 1
β
.

For φ = 1, we get ϵl = − 1
α

and we recover the elasticity exactly. The maximal elasticity is

achieved when Rl = 1
β

and is −φ
α
.

4.2 Steady State Computation

Estimating the model in steady state allows us to focus on the long-run behavior of the model

and mimic the exercises done in Lucas (2000) and Craig and Rocheteau (2008). In each of

the scenarios, we aim to trace out the response function of each of the equilibrium variables

as the government policies, represented by the pair of real interbank rates set by the central

bank (Rm, Rw) change. The response functions would trace out different steady states in

deterministic economies where the central bank implemented a constant policy of (Rm, Rw).

This allows us to abstract form higher-frequency frictions, like price stickiness, and focus on

the long the run demand of reserves by the banking sector.

The steady state of the model can be summarized via the pair (µ, d). Namely the steady
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state of the model can be summarized via the following equations

Rl = Rm + Lm(µ, Rm, Rw) (2)

Rl = Rd + Ld(µ, Rm, Rw) (3)

l = l(Rl) (4)

d = d(Rd) (5)

l = d · (1 − µ) (6)

This system can be rewritten as a function of two equations in two unknowns in (µ, d). The

first two equations are the first order conditions of the banking system and represent the

indifference conditions in loans and reserves and loans and deposits. The terms Lm,Ld

represent the liquidity frictions in the interbank market that will respond endogenously to

central bank policies (Rm, Rw). Equation (6) is derived from the budget constraint l + m = d

of the bank whereas eqs. (4) and (5) come from the non-financial sector of the model and

represent the demand functions for loans and deposits. Each of these demand functions

feature a flat portion where demand is satiated, an important feature of the model to make

sense of the demand of deposits and loans in the frictionless interbank market case.

To compute the steady, we employ a fixed point algorithm in (µ, d) to accommodate the

kinks in the loan and deposit demand functions and corner cases. To compute the steady

state we recognize that for a given candidate value of µ̂, we can compute

R̂l = Rm + Lm(µ̂, Rm, Rw)

R̂d = Rm + Ld(µ̂, Rm, Rw)

s.t.

R̂l ≥ 1
β

& R̂d ≤ 1
β

.

where the constraints in the third line represent necessary conditions for an equilibrium.

37



Given candidate rates R̂l, R̂d we can use the demand functions to compute a new value for µ

via

µ∗ = 1 − l

d
= 1 − l(R̂l)/d(R̂d).

It is not necessary for l(Rl), d(Rd) to be smooth differentiable functions, and so accom-

modates demand systems where there are kinks at the satiation point. Given character-

istics of Lm,Ld, l(Rl), d(Rd) this algorithm is well-behaved (shown delegated to the ap-

pendix). Moreover we test for corner cases where the bank holds no reserves by verifying
1
β

> Rm + Lm(µ, Rm, Rw), ∀µ ∈ [0, 1] to indicate that banks are in a corner case.

4.3 Steady State Policies

The first scenario shows that a central bank can implement an efficient outcome where banks

hold reserves at the Friedman rule without flooding the real quantity of reserves. Figure 5

panel (c-d) demonstrates the demand curve’s for reserves and deposits from the banking

system (captured by the liquidity functions Lm,Ld) that shows that while banks will increase

their demand for deposits without much change in their demand for reserves. Figure 6 shows

the full equilibrium, including output and welfare cost, which are both monotonic towards

the optimal policy. In this scenario, the central bank provides discount window borrowing

enough to satiate bank’s demand for liquidity and sets the return on reserves to the risk free

rate Rm → 1
β

and Rw → 1
β
. In turn, the liquidity frictions will vanish at the optimal policies,

Lm → 0,Ld → 0, while bank will satisfy it’s indifference equation for holding reserves. Panel

(c) shows that bank’s holdings of reserves do not change much in this equilibria. As Rm → 1
β
,

reserves become less costly to hold but since Rw − Rm → 0, Lm → 0 and so reserves become

less useful for insurance against the liquidity shocks. Instead they increase their balance sheet

size by intermediating more deposits converting them into productive loans.

The next scenario is a regime where the central banks focuses on making it less costly to

hold reserves and so bank’s hold much more reserves at the optimal. Figure 7 demonstrates
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Figure 5: Policies such that Rm → 1
β

and Rw → 1
β
, where each "dot" represents the steady

state under a different policy.

that banks will hold more reserves in equilibria, replicating the qualitative result in the data

from 2000-2025 that banks triple there holdings of reserves in real terms. In this scenario

the Friedman rule is implemented via the real return on money (Rm → 1
β
) while Rw stays

constant. Since liquidity is still costly Rw − Rm > 0 at the Friedman rule level of Rm, banks

respond by holding more reserves, since the marginal cost of holding reserves Rl − Rm is

decreasing.

The striking fact in this scenario is that the initial response is that reserves crowd out loans

as the central bank implements the Friedman rule. Figure 8 shows that output is decreasing

in the region where reserves crowd out loans. In the steep portions of the demand curve for

reserves (panel (c), fig. 7), the banking system holds more reserves while intermediating less
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Figure 6: Policies such that Rm → 1
β

and Rw → 1
β
, where each "dot" represents the steady

state under a different policy.

loans. In turn output decreases as the policy is implemented. It is only as the demand curves

for reserves flattens, that loans start increasing again. Even at the Friedman rule, the bank

does not hold the first best quantity of loans and so the welfare cost does not go to zero.

In this example, the welfare cost in fig. 8 is still monotonically decreasing as the Friedman

rule is implemented since bank’s increase their intermediation of deposits. Here the relevant

comparison the marginal value of a loan vs the marginal value of deposit which is determined

by the form of the utility function U(c, d).

The point where reserves start crowding in loans rather than crowding out is where

households are satiated in their deposit demand. To demonstrate this, we plot in fig. 9 an
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Figure 7: Policies such that Rm → 1
β

and Rw constant, where each "dot" represents the steady
state under a different policy.

equilibrium diagram of the values of (µ, l) that satisfy the first order conditions of the bank.

That is pairs (µ, l)

Rl(l) = Rm + Lm(µ, Rm, Rw) (7)

Rd(l/(1 − µ)) = Rm + Ld(µ, Rm, Rw). (8)

that satisfy each equation individually, where Rl(l), Rd(d) are the inverse demand functions.

The intersection (µ∗, l∗) would represent an equilibrium. The policies in panel (c-d) Figure 9

represent when the demand for deposits is first satiated in the response function and corre-

sponds to the kink in the equilibrium diagram for eq. (8). As we move from policies in panel
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Figure 8: Policies such that Rm → 1
β

and Rw constant, where each "dot" represents the steady
state under a different policy.

(a) to panel (c), the amount of loans is decreasing as the reserve ratio increases, indicating

the portion of the previous diagram where loans are crowded out by reserves. As we move

from panel (d) to panel (f), the amount of loans is increasing again, which correspond to the

region where reserves crowd in loans.

Finally we show now a scenario where Rm, Rw move in tandem so that ι = Rw − Rm is

constant which demonstrates that if the cost of holding reserves is too high, bank’s will hold

none. If Rm goes small enough, bank’s find it worthwhile to get all of the reserves from the

discount window. Due to the fixed level of Rw − Rm, when Rm < 1
β

we can think that the

CB is subsidizing the discount window, keeping it’s use attractive even when Rm is very low.
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Figure 9: Values of (µ, l) that satisfy eqs. (7) and (8). Panel (c, d) represent the steady state
where deposits are first satiated.

In fact, fig. 11 shows that when reserves take a very small to no space on the balance sheet,

banks are able to intermediate more loans than the economy needs, i.e. above it’s satiation

level. The output response function is flat as Rm increases initially, only decreasing once

loans are below their satiation point - not when the economy transitions from a non-monetary

equilibrium to a monetary equilibrium. This explains the extra kinks that output and the

welfare cost exhibit.

5 Conclusion and Next Steps
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Figure 10: Policies such that Rm → 1
β

and Rw − Rm constant, where each "dot" represents
the steady state under a different policy.
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Figure 11: Policies such that Rm → 1
β

and Rw − Rm constant, where each "dot" represents
the steady state under a different policy.
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Figure 12: Deposit Growth

A Other Figures

B Proofs

We detail proofs for propositions in the main text.

B.1 Expanded Proof of lemma 1

Here we show the proof of lemma 1 for the case of slow settlement(υ = 0). The proof for fast

settlement (υ = ∞) is contained in the main text.
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Lemma (1). If banker’s portfolio decisions are symmetric, then tightness in the interbank

market depend only on the ratio of aggregate reserves to aggregate deposits, M/D = µ.

Proof. This does not change the formula for S− since sj < 0 implies that ωjdj + ξjD −

ϱ {(1 − ωj)dj + ξjD} < 0.

Again focus on a symmetric equilibria. Note that

−ϱD − (1 − ϱ)ωD + (1 − ϱ)ξD < 0 ⇐⇒ ξ − ω <
ϱ

1 − ϱ
.

Denote as s∗∗ ≡ ϱ
1−ϱ

. We will have

S+ =
∫ ∞

s∗∗
M dΦz(z) +

∫ s∗∗

s∗
M − ϱD − (1 − ϱ)ωD + (1 − ϱ)ξD dΦz(z)

= (1 − ϱ) D

[
µ

1 − ϱ
(1 − Φz(s∗∗) − s∗ (Φz(s∗∗) − Φz(s∗)) + (fz(s∗∗) − f(s∗))

]
.

The result follows from noting that s∗, s∗∗ only depend on µ.

C The Over-the-Counter Market for Reserves

(to be filled in)
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